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Data-driven modeling has long been employed to predict the behavior of complex systems in production 
and quality assurance. Although recent machine learning algorithms show promise, they struggle with small 
datasets. A stacking ensemble structure addresses this issue by employing multiple diverse algorithms to 
explore data from different perspectives, consolidating their results through a meta-learner (ML) for a final 
prediction. The challenge in stacking-based ensembles lies in achieving a trade-off between accuracy and 
diversity among base-learners (BLs), as well as effectively combining them using a ML. 

In this master thesis, the student will first explore the concepts associated with diversity in the stacking 
ensemble structure and the challenges in BL selection by considering state-of-the-art associated metrics. 
Secondly, the student will investigate the effect of different MLs on the prediction accuracy of this structure 
in the process of combining selected BLs.  

In the next step of the master thesis, the student will investigate 
the potential of enhancing ensemble learning by incorporating a 
new concept into the loss function of the ensemble structure. This 
will involve considering the ensemble structure as a whole and 
promoting diversity in the learning loop. To achieve this, the stu-
dent will integrate the ensemble structure within an optimization 
loop, optimizing the hyperparameters of all BLs simultaneously. 
The goal is to address bias-variance and covariance issues in an 
ensemble structure during the learning process, with stacking aim-
ing to find a balance in this dilemma to improve prediction accu-
racy. The objective is the errors of a single algorithm to compen-
sate by other algorithms, resulting in a stacking ensemble struc-
ture with better overall prediction accuracy than a single algorithm.  

The research will involve a comprehensive analysis of the effects of various BL and ML algorithms, includ-
ing linear and non-linear models such as Linear Regression, Lasso, Kernel Ridge, Decision Tree, Random 
Forest, Gradient Boosting, Support Vector Machine, K-Nearest Neighbor, Gaussian Process Regression, 
and Multi-Layer Perceptron (available in Python libraries). The student will assess their performance across 
different complex problem domains using 10 test functions. The main purpose is to find effective stacking 
ensemble solutions for dealing with complex, high-dimensional problems with limited amount of data. 

The work includes the following tasks: 

• Familiarization with stacking ensemble learning and the concept of diversity in the context of regression. 

• Methodological comparison of state-of-the-art BL selection metrics and investigation of their effects, as 
well as the impact of different MLs on the final performance of the ensemble structure with respect to 
accuracy. This aims to design a heterogeneous ensemble framework by optimally combining the 
selected diverse BLs. 

• Develop a new BL selection metric based on acquired knowledge, which can address the weaknesses 
of considered metrics. 

• Develop and integrate the proposed ensemble framework into the learning process, utilizing an 
optimization algorithm to improve BLs' accuracy and simultaneously increase their diversity via 
hyperparameter optimization, and combining them with an appropriate ML to enhance the overall 
prediction accuracy. 

• Select 10 test functions and at least 2 evaluation criteria, and conduct comparative case studies using 
repeated cross-validation (10 runs) to ensure statistical validation. 

• Result analysis and derivation of problem-specific recommendations. 

• Documentation of work and colloquium presentation. 
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