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Since decades the data-driven modeling for real-time prediction of the behavior of complex systems in 
production and quality assurance is being investigated. The main problem in successful data-driven mod-
eling of complex systems is the sparse and small amount of data for the modeling process. Machine learn-
ing (ML) algorithms are interesting alternatives in this respect, but training of models requires large amounts 
of data, which are not always available. Despite their promising empirical results and some initial suc-
cesses, most ML approaches are still unable to extract interpretable information and knowledge from 
sparse and small datasets.  
 
To overcome this problem, an ensemble structure is 
targeted here. In the ensemble structure, instead of 
using a single model to predict the system behavior, a 
combined structure with multiple algorithms is used to 
explore the data from different perspectives and 
achieve a better understanding of the patterns by 
combining their results into a final prediction. In this 
combined structure, the errors of a single algorithm are 
expected to be compensated by other algorithms, so 
that the resulting overall prediction performance of an 
ensemble is better than that of a single algorithm. The 
three main classes of ensemble learning methods are 
bagging, stacking, and boosting. In this work, it is 
important to understand each of these methods in 
detail and consider them when modeling predictions. 
In boosting technique, the main idea is to modify single 
weak learners into a strong learner by correcting 
prediction errors step by step, which leads to bias 
reduction, while bagging technique is applied to find 
the appropriate inputs for each model and also reduce 
dimensionality, which implies variance reduction [1].  
 
The main purpose of this work is to find effective solutions for dealing with high-dimensional systems for 
which a small and sparse amount of data is available. This data can be quantitative or even qualitative in a 
static system. For this reason, ensemble learning methods such as feature bagging for dimension reduction 
and boosting method for dealing with small and sparse data can be appropriate here. This project aims to 
find out how the tradeoff between bias and variance in terms of the learning algorithm, the diversity of base 
learners, the type of algorithm, and the optimization framework in the ensemble structure can improve the 
performance of the algorithm. 
 
The following steps are part of the task:  

• Research and review the literature to identify different ensemble methods with respect to small and 
sparse datasets and also to find appropriate small and sparse datasets. 

• Methodological comparison of selected algorithms and methods and investigation of their limita-
tions, challenges, application areas and design procedures. 

• Implementation (with available Python libraries) of an appropriate feature bagging method to re-
duce the dimension of the input space, and test it with selected datasets in the first step. 

• Implementation (with available Python libraries) of a boosting method considering data aug-
mentation technique to improve weakness prediction of baseline learners, and test it with se-
lected datasets in the first step. 

• The hyperparameters of the algorithms implemented in steps 3 and 4 should be optimized using 
the available AutoML, NSGA-II, and Bayesian optimization libraries in Python. 

• Documentation of work, technical report and colloquium presentation. 
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