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The rapid advancements in data-driven modeling have made machine learning (ML) essential for predicting 
complex systems in production and quality assurance. However, a key challenge arises when dealing with 
high-dimensional datasets that are also small in size. Such datasets can lead to overfitting, where models 
perform well on training data but fail to generalize to new data. Ensemble learning is a powerful approach 
to mitigate this issue by combining the predictions of multiple base learners (BLs), each exploring the data 
from different perspectives. This diversity allows the ensemble to achieve better overall performance than 
any single model could [1]. 
 
One of the main strategies to reduce overfitting is 
dimensionality reduction, which involves selecting a 
subset of features that capture the most relevant 
information from the dataset. However, the challenge 
becomes more complex in an ensemble structure [2], 
where each BL might benefit from a different subset of 
features, further enhancing the diversity of the model. 
 
This internship project aims to design and implement a 
bagging-based ensemble framework that creates opti-
mized feature subsets for each BL, applicable across various ML algorithms. The project will involve devel-
oping a method for feature selection that maximizes diversity among BLs while minimizing overfitting. A 
promising approach for this is the use of Genetic Algorithms as a multi-objective feature selection technique 
[3]. To achieve this, the well-developed sing diversity metric [4] will be employed to assess both prediction 
performance and the diversity of the BLs. These metrics will guide the multi-objective feature selection 
process to optimize the entire ensemble structure, ultimately leading to the identification of the optimal 
ensemble model. The intern will evaluate the performance of the proposed ensemble structure on high-
dimensional, small-sized datasets and compare it to existing methods like Random Forest. 
 
The ideal candidate should have a background in ML, proficiency in programming (Python), and a keen 
interest in ensemble learning. This project offers a unique opportunity to contribute to cutting-edge research 
in ML, with practical implications for predictive modeling in complex systems. 
 
The work includes the following tasks: 

• Literature Review and Methodological Comparison: 
o Conduct a thorough research and review of the literature to identify various feature sub-

setting methods specifically designed for ensemble learning in the context of small and 
sparse datasets. 

o Perform a methodological comparison of the selected algorithms and methods, focusing 
on their limitations, challenges, application areas, and design procedures. 

• Design and Implementation of a Bagging Ensemble Structure: 
o Design a Bagging Ensemble structure using available sign diversity metrics as multi-ob-

jective criteria within a Genetic Algorithm optimization loop for feature selection. 
o Implement appropriate BLs using available Python libraries, such as scikit-learn. 
o Optimize the hyperparameters of the BLs using Python-based optimization algorithms. 

• Application to Datasets: 
o Apply the developed methods to available high-dimensional datasets, including the UHPC 

dataset and at least two other test functions with high dimensionality, to evaluate the per-
formance of the proposed ensemble structure. 

• Documentation of work and colloquium presentation. 
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